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AI’s Transformational Role in Making HR More Objective While Overcoming the Challenge of Illegal Algorithm Biases

Garry Mathiason*

The development of mature artificial intelligence programs for human resources data collection, predictive analytics, and cognitive computing will accelerate and is unstoppable. The author of this article discusses the role of artificial intelligence in human resources decision-making and the dark side of the use of algorithms in making critical decisions.

The “Fearless Girl” statue was installed on the eve of International Women’s Day in early March 2017. It stands on Wall Street as a symbol of female empowerment and gender equality. It was commissioned by State Street Global Advisors (“SSGA”), the investment arm of the 225-year-old Boston-based State Street Corporation.

Also in 2017, the company announced State Street Quantextual Idea Lab, combining advanced machine learning (artificial intelligence) with human expertise to address the challenges and opportunities provided by today’s Big Data.1

Fearless Girl and Quantextual are representative of two of the most powerful forces reinventing and redefining business, the workplace, and work itself. The automation of the last century is rapidly being augmented and replaced by intelligent self-learning machines and systems driven by cloud computing, breakthroughs in sensor technology, and creation of new algorithms that harness the power of “Big Data.” At the same time, female and minority empowerment and pay equity are increasingly becoming key social and corporate values. Sex, race, and many other forms of protected category discrimination in hiring, promotions, and terminations have been prohibited by federal and state statues, regulations, and executive orders, some dating back 50 or even 75 years.2 More recently, pay equity between “similarly situated employee groups” has become a leading initiative of government, public and private employers, civil rights organizations, and the American workforce...


generally. Since January 1, 2016, with the application of California’s Fair Pay Act prohibiting paying women and minorities in similarly situated employee groups from being paid less even if the actual work performed is different, every state but two has similar legislation enacted or under active consideration.³

Now for the rest of the story: on October 6, 2017, The New York Times reported, “[t]he firm that commissioned the popular ‘Fearless Girl’ statue in New York’s financial district has agreed to pay $5 million, mostly to settle claims that it discriminated against 305 top female employees by paying them less than men in the same positions. The U.S. Labor Department also ‘alleged discrimination against 15 of its black vice presidents by paying them less than white employees in the same positions.’”

Significantly, SSGA does not admit liability and the matter was never litigated. The Company explained that it “is committed to equal pay practices and evaluates on an ongoing basis our internal processes to be sure our compensation, hiring and promotions programs are nondiscriminatory,” according to The Associated Press.⁴ This author does not doubt that the Company intended to comply with pay equity statutes, is committed to female empowerment and gender equality, and strongly supported nondiscrimination in compensation, hiring, and promotion.

We don’t know the details of the Company’s compliance procedures or its full deployment of artificial intelligence in the form of predictive analytics accumulating and evaluating human resources (“HR”)–related big data, including compensation equity. Nonetheless, this experience raises the vital importance of every employer reviewing how its personnel decisions are made, especially the use of predictive analytics and big HR data in compensation decision-making. This should include checking for possible unintentional biases coded into the algorithms. At the same time, employers should be evaluating the enormous advantages of deploying bias-tested artificial intelligence systems in ensuring legal compliance with, for example, pay-equity requirements.

**AI’s Transformation of the Workplace Is Unstoppable and Necessarily Includes HR Decision-Making and Reporting**

Predictive analytics and “big data” already have been embraced by businesses worldwide as essential for survival. Yet only now is
Artificial intelligence being aggressively introduced to HR departments and the hiring, compensation, and termination of employees, as well as the recruiting and retention of freelancers as part of the “gig” economy. According to Deloitte’s Global Human Capital Trends 2014 survey of over 2,500 HR leaders, just 14 percent of HR departments were then seriously using HR data analytics. That compares to 77 percent of operations organizations, 58 percent of sales organizations, and 56 percent of marketing organizations.⁵

Deloitte’s 2017 Global Human Capital Trends issued February 27, 2017, indicated significant change had taken place in only three years.⁶ “Organizations face a radically shifting context for the workforce, the workplace, and the world of work. Our survey of more than 10,000 business and HR leaders from 140 countries reveals 10 areas for businesses to focus on to better organize, manage, develop, and align people at work.” The Report continues, “It is abundantly clear that technology is advancing at an unprecedented rate. Technologies such as artificial intelligence (AI), mobile platforms, sensors, and social collaboration systems have revolutionized the way we live, work, and communicate—and the pace is only accelerating.”⁷ Quantifying the progress, the Deloitte report concludes: “This year [2017], 41 percent of companies reported they have fully implemented or have made significant progress in adopting cognitive and AI technologies within their workforce.”⁸

Michael Housman, Co-Founder and Chief Data Science Officer for RapportBoost.AI, Faculty Member at Singularity University, and overall artificial intelligence expert responsible for following broad industry trends in AI and robotics, projected that by 2020, over 50 percent of the world’s HR departments will use tools that employ some form of AI in making or advising regarding hiring, performance, and compensation decisions as well as many other HR reporting or decision-making functions.⁹

**Algorithms Acting Badly—Cognitive Biases and Lack of Transparency (e.g. Trade Secrets)**

There is a clear dark side to the use of algorithms in making or recommending critical HR decisions such as hiring, compensation, promotion, and termination. The challenges are (1) biases from programmers that are a part of the coding process, and, (2) the failure or inability to determine how an algorithm makes a decision...
involving advanced self-learning or cognitive computing. Regarding the lack of transparency, it could come from the absence of an identifiable source when machine learning advances without disclosing the patterns it has detected, or a refusal to disclose known factors used in decision-making on the grounds that it is a trade secret.

Several researchers have confirmed the existence of bias in algorithms. Wikipedia reports a list of over 175 cognitive biases. Several would include illegal biases under existing employment laws.

“Biased Algorithms Are Everywhere, and No One Seems to Care: The big companies developing them show no interest in fixing the problem” published in the July 12, 2017 issue of *MIT Technological Review* reports on biased algorithms and the severe harm this can cause. The senior editor of AI for the *Review*, Will Knight, announces “[a]lgorithms that may conceal hidden biases are already routinely used to make vital financial and legal decisions. Proprietary algorithms are used to decide, for instance, who gets a job interview, who gets granted parole, and who gets a loan.” He concludes, such biased algorithms are especially harmful “for poorer communities and minorities.”

The illegal biases will often be unintended, such as using the zip codes of applicants to influence hiring decisions (based on past experience), yet this could likely favor higher-wealth white applicants over lower-wealth minorities.

Even names more associated with a particular race can result in machine-created bias. Harvard professor, Latanya Sweeney, entered her name in the Google search engine. Next to the list of relevant websites was an ad for a background search firm that read “Latanya Sweeney arrested?” It was discovered that names common among African Americans such as Trevon, Lakisha, or Latanya, were far more likely to draw the “arrested” question than traditional names more associated with Caucasians. Citing this and other examples, Andrew McAfee and Erik Brynjolfsson, in their 2017 treatise, *Harnessing Our Digital Future: Machine Platform Crowd*, conclude, “A real risk of turning over decisions to machines is that bias in algorithmic systems can perpetuate or even amplify some of the pernicious biases that exist in our society.”

The second great concern is the lack of transparency due to the complexity of the algorithms, especially if the transaction was the result of machine learning and the decision-making process used unknown patterns.
Another transparency challenge is a deliberate failure to disclose, for example, claiming a trade secret. This is the issue recently litigated before the Wisconsin Supreme Court in *State v. Loomis*. Eric Loomis was sentenced to six years in prison following the use of proprietary, closed-source risk assessment software. In discovery, Mr. Loomis’ counsel sought to learn the factors the software considered in making its decision. Providing this information was refused by the software developer on the grounds it was a trade secret, and disclosure would destroy the value of the secret software if learned by a competitor.

Defendant Loomis contended that his right to due process was violated because: (1) he was prevented from challenging the scientific validity and accuracy of the algorithm, (2) gender and race were allegedly taken into account, and (3) a risk-assessment instrument, whose workings are protected as a trade secret, was used by the State.

The court was critical of the lack of transparency, but denied the appeal. It ruled that the staff making the sentencing recommendation, as well as the court, were able to access information in addition to what was provided by the risk-assessment instrument, as well as the “static” information that may have been considered by the technology. Second, the court ruled that the defendant was given full knowledge of the use of the instrument so it could review, for example, outside reports on the accuracy of the instrument. Also, no recommendation was made or considered regarding the actual sentence, as opposed to the risk rating of future violent crime.

The U.S. Supreme Court denied the writ of certiorari brought by defendant Loomis, thus declining to hear the case, on June 26, 2017. Clearly, this is not the end of transparency in criminal sentencing cases or HR decision-making. However, until there is a split among the state supreme courts or circuit courts, the U.S. Supreme Court is likely to remain silent.

---

**AI Used In HR Decision-Making and Reporting Promises Greater Objectivity, Yet Introduces Potential Hidden Biases: Practical Compliance Solutions for the Digital Future**

While biases are present in algorithm decision-making, it is also true that algorithms make decisions that are far more objective than
human decision-making by itself. This process improves the more situations are submitted to matching intelligence for decisions or recommendations. In the first decades of the twenty-first century, the compliance solution requires finding a workable balance between the objectivity of AI-enhanced HR processes and the risk of hidden bias.

The Equal Employment Opportunity Commission (“EEOC”) is currently going through the process of deciding how to respond to AI decision making. “We know at the EEOC that the use of Big Data and artificial intelligence is fundamentally changing how employment decisions are made,” said former EEOC Chair Jenny Yang, while she was still Chair. “What we are doing right now is considering how do we best apply our existing antidiscrimination protections to this area.” Simultaneously, she said, “the EEOC recognizes the importance of promoting innovation in the use of Big Data to affect personnel decisions for the better by, for example, improving targeted recruitment of minority candidates [emphasis added].”

An important legal question is whether the EEOC, or a court in private litigation, can support a finding of unlawful discrimination under Title VII or a violation of a pay equity statute based on a bias within an algorithm, even if the overwhelming majority of AI decisions better protect minorities from unlawful discrimination and are far more objective than comparable human decisions. This is not a difficult question. If an unlawful bias is proven in an algorithm by a plaintiff (or a class of plaintiffs), and this AI is relied upon to make a discriminatory decision, it is virtually certain that both governmental agencies and courts would find liability.

A serious challenge is to identify bias without discouraging innovation and the great benefits that can come from AI’s potential to be objective and less biased than human decision makers acting alone. Ms. Yang addressed this issue when she observed, “[b]ig data has the potential to drive innovations that reduce bias in employment decisions and help employers make better decisions in hiring, performance evaluations, and promotions.” This powerful statement came with an equally powerful disclaimer: “[a]t the same time, it is critical that these tools are designed to promote fairness and opportunity, so that reliance on these expanding sources of data does not create new barriers to opportunity.”

The strong recommendation from McAfee and others regarding a compliant AI decision-making process is to include human
review. This does not mean that every decision and all the supporting data need to be surveyed by a human. The introduction of a human in the decision-making process brings “common sense” into the system.

Turning to how the courts will likely permit and support the growing use of AI in positive HR decision-making, the Wisconsin Supreme Court provides a two-part road map. First, keep a human review as part of the AI-enabled HR decision-making process. In deciding against Mr. Loomis, the court reasoned that the staff’s sentencing recommendation and trial judge’s decision were made when they had access to information in addition to the risk assessment rating. Second, disclose that AI is being used as part of the HR decision-making process. Like in the Loomis case, this disclosure should be sufficient to allow a “general” review of the accuracy of the algorithm(s) being used by the industry. For example, if the AI procedure or product has been generically tested or audited for bias results, that information could be potentially used, even though the internal operation of the algorithm is not reviewable because of machine learning or a reasonable risk of disclosure of a valid trade secret.

Another compliance solution is to do an audit of the AI decision-making outcomes. If possible, this review should be done under attorney-client privilege with the understanding that underlying facts are not subject to the privilege. This reduces concern that the audit’s “findings” would be subpoenaed and disclosed without the employer’s agreement. At the NYU EEOC presentation, Professor Pauline Kim speculated that if an employer undertakes a credible audit of AI decision-making regarding HR matters, this could allow the EEOC to create a safe harbor from future litigation. A safe harbor would certainly encourage more quality employer audits of whether the AI-assisted decision-making process had created a disparate impact on a protected category.

Returning to the “Fearless Girl” and the concern that an employer may not know whether its pay equity policies and procedures are fully compliant with the multiple federal and state statutes and regulations that now and in the future mandate pay equity among similarly situated employee groups, not just for sex, but including race and potentially many other protected categories, there is a solution. The use of AI could be invaluable in doing a pay equity review or audit.
Concluding Predictions

The development of mature AI programs for HR data collection, predictive analytics, and cognitive computing will accelerate and is unstoppable. Employers who refrain from implementing a mature AI system as part of the HR department for function will, within five to 10 years, cause not only the department to fail, but the entire enterprise. Within this same time period, it will be overwhelmingly recognized that AI leads to more objective and less biased HR decision-making. Likewise, employers will be required to recognize at least the unlawful bias associated with algorithms and embark upon compliance solutions. Welcome to Workplace 2025 and the Digital Future!

Notes
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2. The Equal Pay Act of 1963, Title VII of the Civil Rights Act of 1964, and the Age Discrimination in Employment Act of 1968 were enacted when AI and AI-empowered collaborative robotics were strictly the domain of science fiction. In June 1941, 76 years ago, on the eve of World War II, President Franklin D. Roosevelt signed Executive Order 8802, prohibiting government contractors from engaging in employment discrimination based on race, color or national origin. This order is the first presidential action ever taken to prevent employment discrimination by private employers holding government contracts.

3. In Massachusetts, SB 2119, which prohibits employers from discriminating on the basis of gender in the payment of wages, including benefits or other compensation, or paying any person a salary or wage rate less than the rates paid to employees of a different gender for comparable work; in Maryland, HB 1003/SB 481, which expands Maryland’s Equal Pay for Equal Work law to prohibit wage discrimination based on gender identity, and bans Maryland employers from prohibiting employee inquiries, discussions or disclosures of their wages; in New York, SB 1/AB 6075, which provides new worker protections relating to asking about, discussing, or disclosing wages.


7. See pp. 1-2.

8. See p. 119.

9. Mr. Housman made this statement as part of an interview conducted by the author.


11. See p. 51.

12. 371 Wis. 2d 235 (2016).


16. The author attended the NYU presentation at which Professor Pauline Kim was a panelist. Professor Kim is a nationally recognized expert on the law governing the workplace. Her current work focuses on the use of big data in the workplace and the implications for employee privacy and workplace discrimination. She co-directs Washington University’s Center for Empirical Research in the Law and is Past-President of the Society for Empirical Legal Studies.